Validation of the Acuros XB dose calculation algorithm versus Monte Carlo
for clinical treatment plans
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Purpose: The two distinct dose computation paradigms of Boltzmann equation solvers and Monte
Carlo simulation both promise in principle maximum accuracy. In practice, clinically acceptable cal-
culation times demand approximations and numerical short-cuts on one hand, and modeling the
beam characteristics of a real linear accelerator to the required accuracy on the other. A thorough
benchmark of both algorithm types therefore needs to start with beam modeling, and needs to include
a number of clinically challenging treatment plans.

Methods: The Acuros XB (v 13.7, Varian Medical Systems) and SciMoCa (v 1.0, Scientific RT)
algorithms were commissioned for the same Varian Clinac accelerator for beam qualities 6 and
15 MV. Beam models were established with water phantom measurements and MLC calibration pro-
tocols. In total, 25 patients of five case classes (lung/three-dimensional (3D) conformal, lung/IMRT,
head and neck/VMAT, cervix/IMRT, and rectum/VMAT) were randomly selected from the clinical
database and computed with both algorithms. Statistics of 3D gamma analysis for various dose/dis-
tance-to-agreement (DTA) criteria and differences in selected DVH parameters were analyzed.
Results: The percentage of points fulfilling a gamma evaluation was scored as the gamma agreement
index (GAI), denoted as G(AD, DTA). G(3,3), G(2,2), and G(1,1) were evaluated for the full body,
PTV, and selected organs at risk (OARs). For all patients, G(3,3) > 99.9% and G(2,2) > 97% for the
body. G(1,1) varied among the patients. However, for all patients, G(1,1) > 70% and G(1,1) > 80%
for 68% of the patients. For each patient, the mean dose deviation was AD < 1% for the body, PTV,
and all evaluated OARs, respectively. In dense bone and at off-axis distance > 10 cm, the Acuros
algorithm yielded slightly higher doses. In the first layer of voxels of the patient surface, the calcu-
lated doses deviated between the algorithms. However, at the second voxel, good agreement was
observed. The differences in D(98%PTV) were <1.9% between the two algorithms and for 76% of
the patients, deviations were below 1%.

Conclusions: Overall, an outstanding agreement was found between the Boltzmann equation solver
and Monte Carlo. High-accuracy dose computation algorithms have matured to a level that their dif-
ferences are below common experimental detection thresholds for clinical treatment plans. Aside
from residual differences which could be traced back to implementation details and fundamental
cross-section data, both algorithms arrive at identical dose distributions. © 2018 The Authors. Medi-
cal Physics published by Wiley Periodicals, Inc. on behalf of American Association of Physicists in
Medicine. [https://doi.org/10.1002/mp.13053]
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1. INTRODUCTION

Patient outcome is dependent on dosimetric accuracy. In the
treatment planning process, inaccuracies originate, among other
things, from CT calibration and dose calculation, whereby espe-
cially modeling of the lateral electron dose deposition and of
the radiation source and collimation have been chau]len,cgges.'’2
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The algorithm classes of both linear Boltzmann equation solvers
(LBES) and Monte Carlo (MC) simulation promise maximum
accuracy of radiation transport within the patient.]

The dose planning algorithm Acuros XB (Varian Medical
Systems, Palo Alto, CA) is based on the solution of the linear
Boltzmann transport equation.” Over the years, its perfor-
mance has been tested in water phantoms,‘H' in
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heterogeneous phantoms,j_m and in anthropomorphic breast
phantoms,® lung phantoms,''? and head and neck phan-
toms.'®"* Dosimetric one-dimensional (1D) and two-dimen-
sional (2D) measurements and MC calculations have been
used for the validation. MC-based benchmarking has been
performed using CT datasets of 4 lung cancer patients'* and
10 patients treated at a variety of anatomical sites."”” In both
studies, the gamma agreement index (GAI) with 2% dose dif-
ference and 2 mm distance-to-agreement (DTA) were
reported, and the GAI ranged from 82% in a patient with
lung cancer to 98% in a patient with pancreas cancer. Given
these studies, it can be concluded that in previous version,
Acuros has been on a par with other advanced algorithms
(convolution/superposition, collapsed cone), but it has not
exceeded their accuracy to reach the level of a well-imple-
mented MC algorithm.

For both, LBES and MC algorithms, the description of the
radiation source and the collimating system is a great chal-
lenge especially for VMAT treatments, where field sizes can
be very irregular, down to single opened leaf pairs, and are
fully dynamic both in leaf angle and in beam angle, which
requires discretization of these degrees of freedom for analyt-
ical algorithms, but not for Monte Carlo. The beam models
of both algorithms need to cope with the precise computation
of output for very small fields in highly modulated plans,
which require precise handling of leaf shapes and positions
as well as primary source properties.

In the present study, Acuros was benchmarked against Sci-
MoCa (Scientific RT GmbH, Munich, Germany), a MC pro-
duct for secondary dose calculation. For both algorithms, 6
and 15 MV beam models of a Varian Clinac linear accelera-
tor in use in our clinic were created. Twenty-five treatment
plans were used for the benchmark process. The plans fell
into five categories: lung stereotactic/hypofractionated (HF),
lung normofractionated (NF), head and neck (H&N), cervix,
and rectum cancer, and the delivery techniques used were
three-dimensional (3D) conformal, intensity modulated
radiotherapy (IMRT) and volumetric modulated arc therapy
(VMAT), respectively.

2. MATERIALS AND METHODS
2.A. Patient data and treatment planning

Five patients were selected from each of the following cate-
gories: lungHF, lungNF, H&N, cervix, and rectum cancer (see
Supplementary Materials Table S1). These groups represent
some of the major patient groups treated by radiotherapy. Fur-
thermore, these sites present challenges as regions with large
density changes, tiny tumors, air, lung and bony tissues, and
tumors close to the skin, combined with stereotactic field sizes,
large volumes, and low- and high-photon energies in modu-
lated fields. The patients were randomly selected from the
clinical database. For all patients, a free-breathing CT scan
with 3-mm slice thickness was acquired. For patients with lung
cancer, the mid-ventilation phase of a four-dimensional (4D)
CT scan was used for delineation and dose calculation.
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The patients were treated using a Varian Clinac (Varian
Medical Systems, Palo Alto, CA) equipped with a Millenium
120 multileaf collimator (MLC). The width of the leaves at
the isocenter was 5 mm for the 40 most central leaves and
10 mm for the remaining leaves. The beam qualities were 6
and 15 MV.

All treatment plans were created in the Eclipse treatment
planning system (Varian Medical Systems, Palo Alto, CA)
version 13.7 and grid size of 2.5 mm was used for the calcu-
lation. Dose was reported as dose-to-medium. For each
patient category, standard techniques including IMRT and
VMAT were used for treatment planning (See Supplementary
Materials Table S1).

2.B. Modeling of Varian accelerator in Eclipse

The LBES algorithm Acuros has been described in details
by Vasiliev et al. and in the reference materials from the ven-
dor.>!® For each voxel, the mass density is derived from the
Hounsfield units using ICRP data for the cross-sections.'®
Mass density table version 13.5 was used and it includes air
and five organic material composition types: adipose tissue,
bone, cartilage, lung, and skeletal muscle.

The clinical implementation of Acuros was based on 14-
depth dose curves and profiles measured at five depths. Out-
put factors were measured for 196 square and rectangular
fields in the range 1 x 1 cm®to 40 x 40 cm®."’ The config-
uration of the algorithm allowed for a slight change in the
width of the penumbra by optimizing the effective spot size.
A value of 1 mm in x- and y-direction was found to be opti-
mal for both energies.

The dosimetric leaf gap (DLG) and transmission (T)
through the MLCs were measured in solid water by use of
the method proposed by Van Esch et al."” Measurements
were performed at several selected points of a chair-like flu-
ence at five different depths, and the best overall values for
DLG and T were selected. Similar results for DLG were
obtained by the method proposed by LoSasso et al.'® Here,
DLG was found by extrapolating measurement of dose vs
MLC defined field size to zero dose. The maximum deviation
between the two methods was 0.2 mm.

2.C. Modeling of a Varian accelerator in SciMoCa

The SciMoCa algorithm combines concepts of the VMC
family of MC codes'®>?! (henceforth denoted *VMC*) with
some element of EGSnrc.”* The most significant deviations
from general purpose codes like EGSnrc are: (a) material prop-
erty assignments are derived from CT images, and material
compositions are grouped into “lung-like,” “soft-tissue-like,”
and “bone-like,” each with variable density, as well as water,
titanium, and steel'”; (b) transport parameters are fixed to pho-
ton-cutoff energy = 60 keV, electron-cutoff energy = 240
keV, electron energy step = 0.12, and maximum energy =
25 MeV, (c) patient transport is limited to rectilinear grids
with minimum dimension of 0.5 mm; (d) variance reduction
schemes kerma approximation (photon energy < 1 MeV),
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history repetition, and Russian Roulette are adopted with mod-
ifications from Ref. 20; (e) condensed history simulation fol-
lows the concepts laid out in Ref. 21 with some modifications
for speed-up. The *VMC* algorithms owe a great deal of their
performance from simplifying the material property look-up,
which reduces memory throughput as the main bottleneck in
modern hardware architecture. This causes errors for the dose
calculation inside non-tissue equivalent materials, but not
around them. For example, air is described as lung-like tissue
with the density of air, that is, ascribed the wrong material
composition but the correct density.

The treatment head simulation employs five virtual
sources (primary, primary collimator scatter, other head and
flattening filter scatter, backscatter into the monitor chamber,
and electron contamination) and is an evolution from previ-
ous models.”*** The source properties are determined from
BEAMnrc simulations of the generic accelerator head type
and modified by an interpolation method described in Ref. 25
to fit a specific, real-world treatment machine. The MLC
transport model comprises generic leaf shapes, which are
configurable for tongue and groove, leaf tip curvature, and
interleaf leakage to match measured cross-profiles. Photon
transport through the leaves is explicit with suppression of
scatter that would not reach the patient.

The 6 and 15 MV beam modalities of the Varian Clinac
were commissioned on the basis of 5 depth dose curves
(40 x 40 mm? - 400 x 400 rnmz), output factors, and
cross-profiles of the maximum field size. The leaf positions
and primary source diameter (2¢(6 MV) = 1.0 mm, 2¢
(15 MV) = 1.2 mm) were calibrated for simulation from
standard DLG measurements,”® which is an essential step
especially for highly modulated treatments. A grid size of
2.5 mm was used for the calculation.

The treatment plans were exported to SciMoCa and the
dose was recalculated using the DICOM image, structure set,
and plan information. Aside from CT-based material assign-
ment, mass density can also be assigned on a per-structure
basis. The statistical uncertainty was chosen such that the vol-
ume receiving at least 70% of the maximum dose had a statis-
tical uncertainty smaller than 0.5%.

2.D. Plan comparison

The 3D dose distributions from Acuros and SciMoCa
were compared in ProSoma (MedCom GmbH, Darmstadt,
Germany) using a global gamma evaluation®™?® with sup-
pression of doses below 5% of the maximum dose. The per-
centage of points fulfilling the gamma evaluation was scored
as the GAL Different threshold criteria were used: dose differ-
ence AD = 3%, 2%, and 1%, and DTA = 3,2, and 1 mm. In
total, three values of GAI denoted as G(AD, DTA) were
obtained: G(3,3), G(2,2), and G(1,1). For all 25 plans, GAI
was scored inside the full body, in the PTVs, and for selected
organs at risk (OARs). For each of the five patient classes,
lungHF, lungNF, H&N, cervix, and rectum, the median GAI
for all five patients was calculated. Furthermore, the mean
dose difference (AD) and the standard deviation (SD) were
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calculated for each patient, and the median value of AD for
all five patients was reported for each patient class. Acuros
was used as a reference in GAI and AD calculations.

G(3,3) to G(1,1) were plotted in radar plots for the full
body and the PTVs (CTVs for H&N) for each of the five
patient classes.

DVH parameters for PTV and selected OARs were cal-
culated. For each of the five patient classes and for each
dose parameter, the median dose and range for all five
patients were calculated by Acuros and SciMoCa. The
dose difference (reference: Acuros) was calculated for
each plan and dose parameter, and for each class of
patients; the median dose difference and minimum and
maximum dose difference were also reported. The fol-
lowing DVH parameters were evaluated: dose covering
98% of the PTV; D(98%PTV), high dose to spinal cord,
esophagus and mandible evaluated as dose to 2% of the
OARs; D(2%0AR) and mean dose to lung, bladder, and
bowel; and D(mean OAR).

3. RESULTS

For all patients, GAIs, mean AD, and SD were evaluated.
In Table I, the median values are shown for the full body and
for the PTV or PTV1 (CTV1 for H&N) evaluation. The stan-
dard deviation of AD is reported for the patient with the med-
ian value of AD.

In the patient cohort, G(2,2) is fulfilled for a minimum
97.0% of the evaluated points for the full body and G
(1,1) = 71.7%. The mean dose deviates less than 1% and SD
range from 0.6 to 1.5%.

In Table II, median values for GAI and AD are shown for
relevant OARs of each patient class. For all 25 evaluated
patients and OARs, G(2,2) = 97.3% and G(1,1) = 74.3%,
and AD < 1%. For the bones, Acuros yielded a slightly
higher dose than SciMoCa.

TasLe [ Median gamma agreement index, dose difference, and standard
deviation for the body and the PTV (CTV for H&N).

G(3.3) (%) G(22)(%) G(LD (%) AD(%) SD (%)

LungHF, body 100 100 99.0 -0.2 0.6
LungNF, body 100 99.8 97.5 0.1 1.0
H&N, body 99.9 99.5 §9.2 =03 L5
Cervix, body 100 97.9 78.2 0.7 0.8
Rectum, body 100 99.8 95.8 —0.1 0.9
LungHF, PTV 100 99.9 92.5 =0.7 1.0
LungNF, PTV 100 99.8 89.7 —-0.4 0.6
H&N, CTV1 100 99.7 94.5 =0.1 0.6
H&N, CTV2 100 99.7 95.2 =0.1 0.7
H&N, CTV3 100 99.9 913 0.2 0.7
Cervix, PTV1 100 99.9 95.4 =0.1 0.7
Cervix, PTV2 100 100 96.2 =0.1 0.6
Cervix, PTV3 100 99.9 94.2 —-0.4 0.7
Rectum, PTV 100 99.7 85.3 —0.6 0.7
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Radar plots are shown in Fig. 1 for the full body and PTV
or PTV1 (CTV1 for H&N) for each of the five patient
classes. The plots illustrate G(3,3), G(2,2), and G(1,1) for
each of the five patients. Similar values of G(3,3) and G(2,2)
are seen for all the patients. The lowest values of G(2,2) for
the full-body evaluation was seen in a patient with cervix can-
cer. For this group of patients, the range of G(2,2) was
[97.0;99.2%]. The highest values of G(2,2) was seen for
lungHF patients where the range of G(2,2) was [99.9;100%].
In 88% of the patients, G(2,2) > 99.0% for the full-body
evaluation. Values for G(1,1) varies among the patients. How-
ever, G(1,1) is always greater than 70%, and in 68% of the
patients, G(1,1) = 90%.

TabLE II. Median gamma agreement index, dose difference, and standard
deviation for selected organs at risk.

G(33) G2  GLD AD SD

LungHF, bones 100 100 99.5 0.1 0.8
LungNF, bones 100 100 99.0 0.2 0.7
H&N, bones 100 100 88.8 0.8 0.6
Cervix, bones 100 100 935 0.4 0.6
Rectum, bones 100 100 972 0.4 0.6
LungHF, esophagus 100 100 100 0.0 0.3
LungNF, esophagus 100 100 99.2 0.2 0.6
Hé&N, esophagus 100 100 92.7 0.9 0.8
LungHF, lung 100 100 98.6 —-0.3 0.6
LungNF, lung 100 999 974 0.1 0.6
Cervix, bowel 100 99.5 76.8 0.8 0.6
Rectum, bowel 100 99.9 974 0.0 0.6
Cervix, bladder 100 100 96.9 0.1 0.6
Rectum, bladder 100 99.9 92.7 0.1 0.8

3912

As seen in Fig. 1, only minor differences exist in GAI
among the patients. A color plot of the gamma evaluation is
shown in Fig 2 for the full-body evaluation for each patient
class. For each class, the patient with median G(1,1) was
selected for illustration.

Patients with cervix cancer are treated with large field
sizes due to the involvement of paraaortic lymph nodes. A
dose difference plot of the patient with median G(1,1) is
shown in Fig. 3. Dose deviations are primarily seen in the
most cranial and the most caudal part of the irradiated region.
Here, Acuros calculated approximately 1% higher dose than
SciMoCa. A similar trend was seen for all CERVIX patients.

In all patients, dose difference was observed at the patient
outline. Up to 3% higher dose was calculated by SciMoCa.
The phenomenon was confined to the first voxel layer.

A maximum deviation of 1.9% was seen for D(98%PTV)
and for 76% of the patients, the deviation was below 1% (see
Supplementary Materials Table S2). For the lungHF patients,
the dose calculated by SciMoCa was in median 1.6%
(0.8 Gy) higher than for Acuros. For the spinal cord and
mandible, the median dose difference was within 1%, and
Acuros yielded a slightly higher dose than SciMoCa. Mean
doses to lung, bladder, and bowel were in median within
0.6%, except for the mean bowel dose for the cervix patients
where higher dose was calculated by Acuros for four patients.
The bowel is partly located in the most caudal part, where
Acuros was seen to deliver a higher dose than SciMoCa (see
Fig 3).

4. DISCUSSION

The accuracy of the Acuros dose calculation algorithm has
been benchmarked against the SciMoCa algorithm. While

Fic. 1. Radar plot of G(3,3), G(2,2), and G(1.,1), the full body (top row), and for PTV or PTV1 (CTV1 for H&N) (bottom row). All plots show data for five

patients (numbered 1 to 5) in the categories lungHF, lungNF, H&N, cervix, and rectum. G(3,3) and G(2,2) coincides for all patients except for the body evalua-

tion for the cervix patient. [Color figure can be viewed at wileyonlinelibrary.com]
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LungHF

WG(1,2)<1. 1<G(1,1) <2.
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-Rectum

WG(1,1)22.

Fic. 2. Color plot of G(1,1) for lungHF, lungNF, H&N, cervix, and rectum. Top row: sagittal view. Bottom row: transversal view. Green: G(1,1) < 1. Orange
1 = G(1,1) < 2. Red: G(1.1) = 2. PTV is shown in blue. [Color figure can be viewed at wileyonlinelibrary.com]

- i L e
1% 2% 3% -1% Il -2% [ -3%
Fic. 3. Dose difference plot (Acuros minus SciMoCa) for the cervix patient
with the median value of G(1,1) for the full body. Dark blue: 1%, blue: 2%,

light blue: 3%, dark red —1%, red: —2% and orange —3%. [Color figure can
be viewed at wileyonlinelibrary.com]

both algorithms obviously embody fundamentally different
concepts, the differences in implementation of the radiation
sources and the treatment of dynamic delivery go even dee-
per. It is therefore fair to say that both algorithms are funda-
mentally different, and yet their agreement is remarkably
high. Residual differences in patient plans are so small that it
would be difficult to determine the more accurate algorithm
experimentally, as dosimetry errors for complex plans tend to
be in the same order of magnitude. Note that at a MC statisti-
cal uncertainty of 0.5% and a voxel size of 2.5 mm, already
5% of all dose points exceed a G(1,1) criterion. Given inevita-
ble discrete numerical errors, a G(1,1) pass rate of 90-95% is
probably the conceptual maximum.

Gamma index computation has become the customary tool
for quantifying the difference between two dose distributions,
but may not be without bias (see Ref. [29,30] for a compre-
hensive discussion). In the current context, it is important to
make a few points. First, both dose computations used the
same dose grid resolution of 2.5 mm in all directions, and
compute the same quantity, that is the average dose over a
voxel (instead of a point dose), so that both distributions
show the same averaging effects around steep (field edge)
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gradients. Second, as pointed out in Ref. [29], a DTA crite-
rion that is smaller than the voxel size requires interpolation
or specially devised algorithms for gamma calculation that
can handle this situation. The software used here, ProSoma,
implements an algorithm that eliminates interpolation errors
altc;gether.23 Third, the presence of noise in the “compare”
dose distribution can bias the gamma passing rate toward
lower values.*® While all gamma pass rates reported here set
the analytical dose distribution as reference and the Monte
Carlo distribution as “compare,” the bias cannot be large as
the pass rates are largely the same if the roles are reversed.
This hints at the fact that analytical dose computation results
are also not as smooth as physics would have them, owing to
the discrete nature of the calculations. Finally, a threshold
limit of 5% was selected for the cutoff value for low doses. In
the AAPM TGI19 report on IMRT commissioning of
IMRT,31 a threshold value of 10% was recommended. No dif-
ference in G(3,3) for the body evaluation was found between
the two threshold limits and for G(2,2), a maximum differ-
ence of +0.3% was found. For G(1,1), a higher threshold
value in median resulted in 0.3% higher G(1,1) pass rate, with
a maximum increase of 3.0% in one patient.

Some systematic differences remain and can be discussed.
First, Acuros employs ICRP material parameters, while Sci-
MoCa employs ICRU material parameters. Some differences
that can be observed especially in dense, cortical bone may
originate from the fundamental cross-section and stopping
power data. In this context, it is important to note that both
algorithms were configured to report dose-to-medium —
apparently, this configuration is much more general than dose-
to-water, for which both algorithms would need to employ dif-
ferent conversion methods. Some apparent differences in dose
inside air cavities can be attributed to the fact that MC uncer-
tainty scales with the inverse of the square-root of the relative
mass density, in other words, statistical noise in airways is
roughly 30 times greater than in the surrounding tissue.

Second, some differences could be seen at the patient out-
line. These highlight the fact that density grids are usually
downsampled from the original CT grids, which calls for
some handling of the patient surface. SciMoCa's grid
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resampling observes strict conservation of mass, which
together with the restriction to voxelized geometries leads to
a “halo” of voxels with a variable, low density around the
patient outline. Apparently, this is handled differently in
Acuros. However, both algorithms agree already on the sec-
ond layer of voxels, which speaks for a consistently good han-
dling of contamination electrons.

For patients with cervix cancer, Acuros yielded slightly
higher dose in the most cranial and the most caudal part of
the field. The patients were treated with 6-9 coplanar IMRT
fields with a collimator rotation of 5 degrees. The deviations
emerged at approximately 10 cm from the isocenter. At this
point, the width of MLCs changes from 5 mm to 10 mm and
a slight difference in the calculation of the transmission may
result in these differences. Furthermore, the off-axis spectrum
softening is handled differently between the two systems.

Previous versions of Acuros were validated against MC
and measurements with somewhat lower agreement in a num-
ber of publications. In water phantoms, a maximum dose
deviation of 2% to measurements*'! or MC calculations™
was found, even for small fields.”**’ Similarly in heteroge-
neous slab phantoms, dose deviations below 2% were seen
for profiles and depth dose curves except in the vicinity of air
cavities where dose deviations increased up to 4.5%.*7'
Anthropomorphic breast, lung, and H&N phantoms have
been used for 3D dose evaluation. In the breast phantom, a
very good agreement to MC calculation was found for a treat-
ment plan consisting of two tangential fields and G
(2,2) = 99.9%. Film measurements of a variety of treatment
plans delivered to lung phantoms showed G(3,3) pass rates in
the range 96% to 100% with Acuros overestimating dose to
the lung by up to 5%.112 Finally, for the head and neck phan-
tom measurements, considerably lower pass rates were
observed. Film measurements of IMRT and VMAT plans
delivered to an anthropomorphic phantom showed G(5,3)
pass rates of 89-95% with the lowest pass rate for VMAT
plans.m Slightly better results were found by Kan et al. with
G(3,3) = 91% and G(2,2) = 78%. A comparison to MC for
10 patients treated at different anatomical regions and with
different treatment techniques found GAI below 90% for the
PTV in four of the patients. The low GAI values were found
for brain, breast, lung, and vaginal cancer patients.'5 Most of
these studies were based on former versions of Acuros (v10
or v11). For each new version, minor improvements are made
to the algorithm."” The findings of the former studies differ
considerably, showing large discrepancies between Acuros
and MC calculations for a number of cases. We can only con-
clude that continuous improvements leading up to v13.7 were
responsible for the consistently higher agreement seen here.

Both algorithms were commissioned on the basis of water
phantom measurements and MLC calibration experiments
alone. A good agreement for these water measurements may
not necessarily be a marker of quality, as it could also result
from over-fitting. The fact that the algorithms agree to the same
extent for both static and dynamic, regular and very irregular,
small and large fields suggests that the distinctly different beam
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model commissioning processes of both algorithms arrive at
accurate and generalizable radiation source models.

In this study, high-quality measurements of the parameters
used for the beam model were used. Different measuring
devises were used for depth dose curves, profiles, and output
factors depending on the field size.'" This is important for
creating the source model and for obtaining the extremely
good agreement between the algorithms.

In the current study, measurements of DLG and T were
used for the configuration of both algorithms. This is of
utmost importance for both IMRT and VMAT calculations,
building on very minute field openings. A very good agree-
ment was found for all five different treatment sites and tech-
niques, and G(2,2) > 97% for all plans and in 88% of the
patients G(2,2) > 99%. In most points, agreement within 1%
and 1 mm was found and G(1,1) = 90% for 68% of the
patients. The discrepancies between the two algorithms may
stem from subtle differences in the modeling of MLC proper-
ties such as leaf position calibration, interleaf leakage, where
production tolerances begin to play a role, or leaf transmis-
sion, where (undisclosed) material composition and cross-
sections are associated with uncertainties. Furthermore, dif-
ferent definitions of the tissue compositions were used. These
factors could only be resolved with precision measurements,
which are in turn challenging and associated with errors.
Given these sources of uncertainties for dose computation for
a real-world treatment machine, it would be difficult to
achieve a much higher agreement between dose algorithms
than seen in this study. This needs to be seen as an indication
of the high quality of either algorithm.

5. CONCLUSION

Extremely good agreement was seen between the Boltz-
mann equation solver and MC. High-accuracy dose computa-
tion algorithms have matured to a level that their differences
are below common experimental detection thresholds for
clinical treatment plans. Aside from residual differences
which could be traced back to implementation details and
fundamental cross-section data, both algorithms arrive at
identical dose distributions.
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